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ABSTRACT

A digital microscopy image is an array of number values, which with adequate contrast can
be interpreted as spatial information. Through processing and analysis by mathematical means,
using computer-assisted imaging software programs, raw image data contrast can be enhanced
to improve the extraction of image features for measurement and analysis. This mathematical
feature extraction (referred to as segmentation) provides the basis for general image processing.
The methods discussed in this unit address common image analysis challenges such as object
counting with touching objects, objects within other objects, and object identification in a field
with uneven illumination or uneven brightness, along with step-by-step procedures for achieving
these results. Curr. Protoc. Cytom. 54:12.21.1-12.21.17. C© 2010 by John Wiley & Sons, Inc.
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INTRODUCTION
This commentary provides a focused dis-

cussion on general microscopy image analysis
methods for gathering data from the array of
pixels within a digital image. There are a range
of considerations to improve the digital repre-
sentation and quantitation of the specimen. It
is critical to understand sample preparation,
sampling frequency, sources of noise, match-
ing objectives with pixel size of the detector, il-
lumination conditions, image registration, and
image restoration through deconvolution (see
UNIT 12.19; Zwier et al., 2004; Pawley, 2006a,b;
Waters, 2009). However, these significant as-
pects of microscopy and imaging are outside
of the scope of this commentary, but should
be addressed and are included in the refer-
enced articles. This commentary includes an
overview of the digital image and concepts of
image processing and contrast enhancement.
In addition, three protocols are detailed in
separate cases, demonstrating the techniques
for addressing common image analysis chal-
lenges.

Nikon Instrument’s NIS-Elements Ad-
vanced Research software was used for the
screenshots and analysis techniques in this
unit. Other commercially available or free
image-processing programs, such as NIH’s
software ImageJ, allow similar techniques to
some of the examples shown.

IMAGE ANATOMY
Digital images can be fundamentally bro-

ken down into a finite grid of squares called
“pixels” (Inoué and Gliksman, 2003). When
using either a charge-coupled device (CCD)
camera or a photomultiplier tube (PMT) on
a laser scanning confocal, digitization is the
conversion of the signal from the image detec-
tor into intensity values (Pawley, 2006a).

The array of pixels holds the x, y location
and their associated value of signal, which are
referred to as gray-levels or gray shades (In-
oue and Spring, 1997).The number of discrete
gray shades is dependent on the bit number.
For example, a pixel in an 8-bit resolution im-
age (28) has a range of 256 gray shades (0 to
255), a pixel in a 12-bit image (212) has 4096
available gray shades, and a pixel within a
16-bit image (216) has 65,536 available gray
shades. As the bit depth increases, so does the
ability to represent finer detail at each pixel
and its neighborhood (Hinchcliffe, 2003). It
is generally accepted that images obtained by
scientific-grade detectors exhibit linear inten-
sities from minimum to maximum and there-
fore quantitative and comparison data can be
derived from these images.

As shown in Figure 12.21.1, each pixel has
a corresponding intensity/gray-scale value,
which is the foundation for computer-assisted
quantitative image analysis. Information that
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Figure 12.21.1 At each pixel, there is a corresponding gray-scale value, represented here in a
2D Intensity Surface Plot. The x axis represents the length dimension, the y axis represents the
width dimension, and the z axis represents the pixel intensity. For the color version of this figure
go to http://www.currentprotocols.com/protocol/cy1221.

can be obtained from an image is dependent
on how the specimen was prepared and ac-
quired. If variables such as probe concentra-
tion/storage, transfection protocols, and cam-
era exposure settings to name a few, are held
constant across control and treated groups of
images, then comparison and quantitation is
theoretically possible.

Raw pixels are unitless in terms of distance
and intensity. A common method of distance
calibration consists of acquiring an image of
a stage micrometer and creating specific cal-
ibration files per magnification setting of the
microscope, or by calculating the pixel size in
real units based upon the total magnification of
the microscope. Next, this calibration can be
assigned to the images acquired at the selected
magnification. All measured pixels in the cali-
brated image will subsequently be reported in
real distance units such as microns or millime-
ters. Once calibrated, measurements such as
length and area are possible.

Intensity calibration can be much more
challenging because oftentimes calibration
standards are not available. Instead, users tend
to try to minimize the number of variables
(sample preparation, lamp intensity, exposure
time, camera gain settings, etc.), such that
these variables are held constant over the
course of experiments. Then intensities can
be compared between images and changes in
intensity can be assessed.

Depending on the dimensions of data that
are acquired, other measurements can be cre-
ated. For example, volumetric measurements
can be obtained by image stacks acquired as
Z series, and velocity and tracking measure-

ments can be obtained by time-lapse image
acquisitions.

Most computer-assisted image analysis
techniques, such as automated counting and
morphology studies, require some type of
“feature extraction” method to calculate data.
Essentially, the user must help the computer
software determine what is important to count
versus unimportant by increasing the con-
trast/difference between items of interest and
“background” information.

IMAGE PROCESSING
Image processing, commonly described as

“segmentation,” is a technique whose goal is to
improve contrast in image data, in order to ex-
tract features of interest. Segmentation is also
described as identification of one image fea-
ture from another (Inoué and Spring, 1997).
Once these features have been extracted,
they can more easily be quantified by means
of intensity, distance measurement, or other
analyses.

Thresholding
Segmentation techniques oftentimes begin

with a process known as “thresholding,” or
creating a “binary mask,” which is a quick
method to identify, with the computer soft-
ware, areas of an image to include and areas
of an image to ignore. With sufficient contrast,
objects of interest may then be “detected,” re-
sulting in masking binary image components,
where each pixel is either “on” or “off” (Cox
et al., 1998). Thresholding is a binary tech-
nique (meaning, area inclusion can be either
“yes” or “no”) and can be applied to images
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Figure 12.21.2 The portion of the histogram shown in gray is the area that relates to parts/signal
of the image that are of interest.

Figure 12.21.3 RGB histogram of the original image shown in Figure 12.21.5. This figure shows
that it is more difficult to delineate the larger “brown” nuclei for the red, green, and blue histogram
components of the image. For the color version of this figure go to http://www.currentprotocols.com/
protocol/cy1221.

by channel, color, hue, intensity, or saturation.
Case 1 below shows a binary layer created
from the thresholding.

Establishment of a threshold can be aided
by visualizing the image’s histogram, which
is a two-dimensional area plot of the intensity
values of an image on the x axis and the num-
ber of pixels found at each intensity on the
y axis. The histogram displays the number of
pixels in the image at each gray level (Inoué
and Spring, 1997). In thresholding an image,
the user chooses a portion of the histogram
(which with simple thresholds is continuous
and without gaps) that relates to parts of the
image that are of interest (see Fig. 12.21.2).

Generally, thresholding is easiest if per-
formed on monochrome (one channel) data,
because it is easier to segment data from one

channel at a time than to attempt to pick aspects
of multiple channels (e.g., picking “brown”
from an RGB image histogram since is not
an easy method to define brown by its red,
green, and blue components; see Fig. 12.21.3).
A good place to start with thresholding is to
convert color images into monochrome im-
ages. As shown in Figure 12.21.4, it is easier
to view the dark and light objects from a his-
togram of a monochrome image.

Different strategies can be employed when
converting to monochrome, if not already us-
ing monochrome images. One strategy is to
look at each color channel individually on a
color image to determine if one channel cre-
ates better contrast than another. The channel
containing the highest contrast is the best one
to choose for use for thresholding later on.
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Figure 12.21.4 Monochrome histogram of the original image shown in Figure 12.21.5. The x
axis represents intensity, and the y axis represents frequency of pixels. Dark objects are easier to
visualize than bright objects by locating the two peaks (dark objects at 0, bright objects around 140).
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Figure 12.21.5 (A) Original RGB Image of nuclei labeled with diaminobenzidine (DAB). (B) Red, Green,
and Blue channels shown individually. Separating the channels can help improve contrast for further image
processing steps. Note that the contrast is highest in the blue channel between the nuclei and the surrounding
tissue. For the color version of this figure go to http://www.currentprotocols.com/protocol/cy1221.
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Take for example the nuclei staining from
Figure 12.21.5A; if the image is split into its
individual RGB channels (Fig. 12.21.5B), one
can observe how great the contrast is in the
blue channel between the nuclei and the sur-
rounding tissue. If the goal of the analysis were
to count the nuclei, choosing the blue channel
for thresholding would be a good first step. The
goal of thresholding is to highlight areas of in-
terest and ignore background items. Again, to
best prepare for thresholding, seek methods to
increase the contrast.

Contrast Enhancement
Successful thresholding requires adequate

contrast. At times, the subject acquired or the
imaging technique used does not produce ad-
equate contrast for thresholding. Usually this
is due to one of two reasons:

1. The image intensity variation is very
small (low contrast).

2. The areas of interest in the image are
“touching” and the threshold does not separate
them into discrete individual objects.

Brightness and contrast adjustment
Low contrast can be dealt with by a variety

of techniques. The first is to adjust the bright-
ness and contrast of the image; however, it is
important to note that these adjustments will
alter the image intensities for use with analy-
sis. Thus, caution should be exerted if using
this technique when performing intensity anal-
ysis. Most software for image analysis allows
methodology to modify the image in order to
segment it and then copy that segmentation
“mask” back to the original unaltered image
for intensity analysis. An example of how to
create a mask is provided in Case 3.

Brightness and contrast adjustment simply
shifts the relationship between actual image
intensity and the display intensity (normally a
1:1 relationship). By adjusting either bright-
ness or contrast (typically: contrast), segmen-
tation between areas of interest and back-
ground may be possible.
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Figure 12.21.6 The Mexican hat 5 × 5 kernel is a mathematical array that is 5 rows by 5 columns
of pixels wide, and is applied to each pixel in the image and its two neighbors in all directions, pixel
by pixel.

Kernel-Based Image Processing
When these simple changes are not enough,

there is a host of tools for processing images
in an effort to improve their contrast. Most of
these tools modify the intensity of the image,
so always be aware of what image processing
is doing to image data before making measure-
ments, especially intensity measurements.

Image processing techniques generally in-
volve mathematical processes that can be
applied to pixels or groups of pixels or
“neighborhoods” (group by group) across an
image (Russ, 1995). These processes are gen-
erally referred to as kernels. Kernels have been
developed to sharpen, smooth, find edges, re-
pair uneven illumination problems, and many
other techniques.

In general, it is important to know the result
of a kernel-based processing technique more
than the details of how the mathematical pro-
cesses are performed. However, it is critical
to note that kernels can vary in size (often re-
ferred to in their names as n × n) and shape,
as shown in Figure 12.21.6.

To simplify these parameters, the larger a
kernel is, generally the stronger the processing
result. In addition, the shape of the kernel, as
shown in Figure 12.21.7, should generally be
based on the shape of the areas or objects of
interest (e.g., linear versus round).

Usually more than one kernel technique
may be applied on an image to improve the
contrast adequately enough for thresholding
and ultimately, data extraction. However, of-
tentimes the same types of kernels are gener-
ally used to achieve better image contrast on
most images, thus this unit outlines some of
the most commonly used kernels and their re-
sults. Kernels can be applied to raw image data
or to binary image data (binary data obtained
as a result from the threshold).

There are two general kernel techniques for
image segmentation that can be applied de-
pending on the input image type and challenge:

1. Edge detection technique: Tool designed
for accentuating the edges of objects rather
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than the objects themselves. As a last step,
make sure to invert the selection (the thresh-
old) from edges back to objects so that the seg-
mentation reflects the objects and not the space
between the objects. This approach is useful
for a field of touching objects (e.g., tissues).

2. Contrast enhancement: Tool employed
to allow simple thresholding when not all
items of interest in an image field may be the
same brightness, or there is an unevenness of
illumination causing some areas of the image
to be brighter than others.

Matrix: Matrix:

Figure 12.21.7 Matrices can have variable shapes. Linear shapes process linear structures best;
round shapes process round structures best.

A B

C

Figure 12.21.8 Using an original image for thresholding. (A) Original Image. (B) First attempt is to threshold the darker
segments; because the image has “touching” areas of interest, the threshold will not result in separate discrete objects.
(C) Second attempt is to threshold the image based on the white spaces between the objects, the threshold will select
unwanted objects. For the color version of this figure go to http://www.currentprotocols.com/protocol/cy1221.



Cellular and
Molecular
Imaging

12.21.7

Current Protocols in Cytometry Supplement 54

The following are example use cases for
both types of images.

Case 1: Field of touching objects
This section uses an example of a cross-

section of muscle to illustrate image process-
ing for edge detection. In the case of the muscle
fiber image, standard thresholding to select the
muscle fibers does not accomplish the goal of
identifying each individual muscle fiber be-
cause the objects are “touching” (they lack
enough contrast to be adequately thresholded).
In addition, the fibers are of different intensi-
ties, so not all of them can be thresholded at
the same time (Figure 12.21.8A,B).

Alternatively, attempting to threshold
on the white spaces between the muscle
fibers yields similar results, as shown in
Figure 12.21.8C. This strategy is also not
producing the desired results.

The following steps will highlight the work-
flow for thresholding the area around the ob-
jects using a kernel-based method. Using im-
age kernels is one method to try to improve

the image contrast for thresholding either the
fibers themselves or the spaces between them.
Since the fibers are of two different types and
are of different intensities, it is better to attempt
to threshold on the area surrounding them in-
stead.

Gradient contrast enhancement is a com-
monly used edge detection kernel. Essentially,
this tool finds areas where pixel intensities
change from high to low or low to high inten-
sity. The goal is to outline the spaces between
the muscle fibers.

1. Add a preprocessing smoothing opera-
tion, if needed, as shown in Figure 12.21.9A,C.
Because edge detection looks for changes
in intensities, oftentimes it is recommended
to smooth the image before attempting edge
detection techniques, because any “noise”
in the image will result in being detected
as an “edge.” Commonly, users abandon
edge detection because the results will show
the edges that were desired, but in addi-
tion, false edges due to noise (as shown
in Figure 12.21.9B) are also shown. Most

Figure 12.21.9 Image processing steps such as smoothing kernel and edge detection to improve
contrast for successful thresholding. It is important to perform the smoothing prior to the edge
detection. (A) Original image. (B) Original image after edge detection alone produces false edges.
(C) Original image after smoothing kernel was applied to reduce “noise.” (D) Smoothing kernel
and then a subsequent edge detection/gradient contrast minimizes the false edges because of
the noise reduction.
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image-processing software has a smoothing
kernel, or a median filter kernel that you can
apply to the data; either can produce the de-
sired effects.

2. Apply an edge-detection kernel-based
operation to the image, as shown in Figure
12.21.9C,D. As discussed in step 1, it is recom-
mended to perform the smoothing prior to the
edge detection step in order to avoid false
edges.

3. Inspect the edge detection results, as
shown in Figure 12.21.10. The result of ap-
plying edge detection/gradient contrast to the
muscle image is that the edges between the
fibers become accentuated because each of
these edges was formed by a gradation in in-
tensity in the image.

4. Create a threshold of the image, as shown
in Figure 12.21.11. As a result of the edge
detection, now thresholding on light areas has
a much more successful result.

5. Refine and edit the threshold results. The
threshold result from step 4 is not yet optimal.
The gradient kernel has missed some borders,
overall it has formed double lines, and has
included some of the “intracellular spaces,” not
the “muscle.” The next step is to attempt to fur-
ther improve our threshold. The goal is to im-
prove the threshold by attempting to connect
broken borders, remove double lines, and ulti-
mately, invert the threshold to highlight muscle
and not borders.

a. Use Binary Processing Kernels. Now that
the image has been thresholded, a “binary”

Figure 12.21.10 Result of gradient contrast edge detector kernel—the fibers are outlined in
bright pixels.

A B

Figure 12.21.11 Example of successful threshold after edge detection/gradient contrast operation. Panel A shows an
unsuccessful attempt to threshold between the fibers on the raw image. Panel B shows thresholding between the fibers after
gradient contrast edge detection. For the color version of this figure go to http://www.currentprotocols.com/protocol/cy1221.
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A B

Figure 12.21.12 Resulting binary layer after dilation step. Panel A shows the original threshold and panel B shows the
result of dilating the original threshold 20 times. All of the double-lines have been filled in, and most of the broken gaps
have been re-connected. For the color version of this figure go to http://www.currentprotocols.com/protocol/cy1221.

layer is available. Within this binary layer, the
pixels have two optional values: value = 225,
which is the area of interest and labeled with
the color overlay; and value = 0, which is the
rest of the image defined as “black” (Inoué and
Spring, 1997). Binary processing kernels can
be applied at this point to the binary layer. The
binary kernel processing is similar to those
performed earlier on the nonbinary layer, but
of course much simpler to perform than stan-
dard image kernels that apply to multiple gray
shades.

b. Use Dilation Kernel Operation. To close
the broken borders and remove double lines,
the binary kernel “dilate” can be used (see
Fig. 12.21.12). Dilation is simply a repetitive
process by which, each time the kernel is ap-
plied an extra layer of pixels is added to the
outside of the existing threshold (Inoué and
Spring, 1997). It also has a nice side effect of
closing holes in the threshold. It is important
to note that over-dilation should be avoided as
it causes the holes of interest to close.

6. Inspect the dilation results, as shown in
Figure 12.21.12. Dilation works well but the
obvious side effect is apparent: the borders are
too thick to be useful.

7. Use the Skeletonize Kernel Operation,
as shown in Figure 12.21.13A. Another binary
processing kernel, aptly named “skeletonize,”
can be used to reverse this effect. Skeletonize
will reduce the binary to a 1-pixel width re-
sult (Inoué and Spring, 1997). Note that it is
important to avoid choosing “erode” because
generally this would destroy the progress we

had made in reconnecting the broken segments
achieved through the dilation in step 5b.

8. Inspect the skeletonized results, as shown
in Figure 12.21.13A. Skeletonize works best
on very smooth binaries. The borders (or
spaces between objects) from steps 2 to 3
were very smooth so the result of skeletonize
is sufficient. There are some noticeable extra
segments present from places where the bi-
nary was not smooth (branch-like segments in
Fig. 12.21.13A); this can usually be corrected.
Alternatively, is also possible to smooth the
dilated binary image generated from step 5b
first to anticipate these segments.

9. Use the Prune Tool if needed, as shown in
Figure 12.21.13B. To remove unwanted seg-
ments from a skeletonized image, as shown
in Figure 12.21.13A, select the binary pro-
cess named “pruning” (Russ, 1995). Just like
pruning hedges, choose how many pixels to
“prune” from the skeletonized image. It will
only prune away end-pieces (the segments that
are unwanted), and not contiguous structures
(the borders or space between the objects). The
pruning result image is a nicely segmented
view of the borders around the muscle fibers.

10. Inspect the prune results, as shown in
Figure 12.21.13B. After pruning, the binary
processing is almost complete. It is important
to note that sometimes, no matter the quality of
the image or the processing, it is not possible
to segment with 100% accuracy. It is appar-
ent in the pruned result (Fig. 12.21.13B) that
some borders are not drawn; this error should
be noted. It should also be noticed that once a
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Figure 12.21.13 Resulting skeletonized binary image, where the skeletonize function traces the center line of the binary
objects. (A) The result of “skeletonize” is close to the goal of defining the spaces between the objects. (B) Result of the
prune tool on skeletonized image to remove unwanted segments. (C) A simple invert binary swaps the borders and muscle
to identify areas of interest. For the color version of this figure go to http://www.currentprotocols.com/protocol/cy1221.

technique has been established for image pro-
cessing it can be subsequently applied to sev-
eral images in a quick and efficient manner,
and the user’s ability to increase the sample
size can tremendously improve the statistical
significance of data analysis despite these oc-
casional systematic errors.

11. Invert the binary image, as shown
in Figure 12.21.13C. Typically, there is a
command in the software’s binary menu
named “Invert” or “Invert Binary.” At this step
it is now possible to threshold the muscle rather
than the border between the muscle.

12. Convert the binary image into Re-
gions of Interest (ROIs), as shown in
Figure 12.21.14A. The final step is to convert
the binary layer (adequately separated now by
white borders) into individual ROIs for each
muscle fiber. ROIs are created by automati-
cally tracing an outline around each binary sec-
tion, which is outlined by the cell borders in

Figure 12.21.13C. After the conversion, it is
possible to use the ROIs to count each type
of fiber, calculate areas, intensities, or a num-
ber of other morphological details, which were
not possible to perform automatically with the
original image. It is also possible to ignore
any objects that touch the edge of the image
as shown in Figure 12.21.14B (likely, these
are incomplete muscle fibers not intended for
counting).

13. Perform measurements based on the
ROIs (Fig. 12.21.15). Most current software
packages will display the results of the mea-
surements of the multiple ROIs.

Case 2: Counting objects within objects
This section uses an example of an image

with objects within objects. In addition, this
example demonstrates the use of more than
one binary layer. The goal of analysis for this
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Figure 12.21.14 Creation of ROIs (regions of interest) around the borders of the binary objects. (A) Shows the image
after converting the binary to ROIs, and overlaying it on the original image. (B) Optionally, exclude ROIs that are touching
the border, which may be incomplete and not desired in the count or measurement. For the color version of this figure go
to http://www.currentprotocols.com/protocol/cy1221.

Figure 12.21.15 Example result data from ROIs (see Fig. 12.21.14) of the muscle image of Case 1, including measure-
ment and statistical information on the number of fibers, area, intensity, and density.
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Figure 12.21.16 Creation of threshold of larger objects, which will be used to define the boundaries of the larger objects
in subsequent steps in Case 2. Panel A shows the original image and panel B shows thresholding on larger objects. For
the color version of this figure go to http://www.currentprotocols.com/protocol/cy1221.

section is to generate the number of larger
objects and the number of objects within the
larger object.

1. Create threshold for the first binary layer
of larger objects (see step 3 of Case 1), which
encompass the smaller objects.

2. Inspect the threshold, as shown in Figure
12.21.16. The initial threshold may include un-
wanted objects such as debris or artifacts.

3. If needed, modify the threshold through
filters such as “clean” or a manual removal
of objects. In this example, a “clean” binary
operation is used to remove small unwanted
objects in the middle of Figure 12.21.16 that
are not of interest (Fig. 12.21.17A). Some im-
ages may also have touching objects that can
be separated via a watershed operation (some-
times referred to as a “morpho-separate” op-
eration).

4. As an alternative to step 4, use the re-
sulting threshold from step 1 and perform a
size and shape restriction to exclude objects
that are below an area size or circularity shape
factor (Fig. 12.21.17B).

5. The purpose of this step is to create
a mask that will be used later in the Case
to clearly define each larger object’s bound-
aries/borders. Convert this first binary layer
to ROIs (Fig. 12.21.18A). If an option, create
ROIs from this binary layer (see step 11 from
Case 1).

6. Create a new threshold on the smaller
objects found within the larger objects thresh-
olded in step 1 (Fig. 12.21.18B).

NOTE: The previous threshold was con-
verted to ROIs in step 5. In the process of
the conversion, the first binary layer was in-
tentionally removed as well. The purpose of
this step is to create a mask that will be used
later in the Case to clearly define the objects
intended for counting within each larger ob-
ject’s boundaries, which are now ROIs.

7. Enable the ROIs that were created in
step 5 to view the boundaries of each large
object and the thresholded objects within the
boundaries from step 6. This will display two
categories of objects: the larger objects de-
fined by the ROI and the smaller objects de-
fined by the threshold performed in step 6
(Fig. 12.21.18C).

8. Automatically count the number of
thresholded objects. Because ROIs were cre-
ated in step 5, the measurement results shown
in Figure 12.21.19 reflect and are organized
into the number of objects within each ROI,
rather than the total number of thresholded
objects in the image field. In addition, ROI
statistical data such as intensity and area are
available as well.

Case 3: Object identification with
uneven illumination/varying brightness

A common barrier to successful threshold-
ing and segmentation is uneven illumination or
varying brightness due to light source, align-
ment, and probe concentration (Fig. 12.21.20).
The following example details a simple strat-
egy to help address this issue.
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Figure 12.21.17 Modification of the binary layer to remove unwanted objects using filtering and
restrictions. (A) Resulting binary layer after “Clean” operation. (B) Resulting binary layer using
area and/ or shape restrictions to exclude unwanted objects. For the color version of this figure go
to http://www.currentprotocols.com/protocol/cy1221.

1. Apply a “Regional Maxima” kernel to
the image, as shown in Figure 12.21.21. “Re-
gional Maxima” is sometimes referred to as
“Rank Leveling” (Russ, 1995). In general, this
function uses neighborhood-based processing
to find the brightest pixels in discrete areas
and separate these values from the dark pixels.
Applying this function area by area results in
intensity equalization of the “brightest” parts
of all areas of the image and suppression of
dark areas. It is important to note that this
process modifies the gray-scale values, which
will affect intensity values. This step is used
for creating the mask, which is the threshold-
ing defining each object. Make sure to save the
original data before saving the modified image.

2. Review the results from the Re-
gional Maxima operation, as shown in

Figure 12.21.22A. The resulting image has
even illumination across the image field and
is ready for thresholding.

3. Generate a threshold of the image along
with additional operations, as described in step
3 of Case 2, to clean and separate touching
objects, as shown in Figure 12.21.22B.

4. The mask generated in step 3 can be used
for image analysis such as ROI or field-based
measurements.

CONCLUDING REMARKS
Computer-assisted image analysis is per-

formed primarily based on the process of seg-
mentation, where a user defines areas of in-
terest by a threshold or region of interest
using image-processing software. A variety
of common image analysis solutions utilize
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Figure 12.21.18 Creation of ROIs around the boundaries of the larger binary objects. (A) Creating ROIs around larger
objects from the first binary layer. (B) Resulting binary layer after thresholding on the smaller objects within the larger
objects’ borders. (C) Resulting ROI around larger objects and binary layer defining the smaller objects. For the color
version of this figure go to http://www.currentprotocols.com/protocol/cy1221.

Figure 12.21.19 Measurement results and statistic summarizing both the number of objects per ROI and measurements
for the thresholded objects.
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A B

Figure 12.21.20 Unsuccessful thresholding on an image with uneven illumination. (A) Original image with uneven
illumination (note that there is a brighter area in the middle of panel A.) (B) Thresholding cannot be successfully performed
on this image due to the underlining uneven illumination shown in panel A. Note that the objects in the middle of the image
are not detected as separate objects due to brighter illumination of the center of the image. For the color version of this
figure go to http://www.currentprotocols.com/protocol/cy1221.

Figure 12.21.21 NIS-Elements Regional Maxima function to apply regional maximum and create
intensity transformation to even the illumination.

preprocessing in order to improve contrast in
raw images, segmentation to identify areas of
interest in the image, and ROIs to allow for
quantitative measurements. Using these core
tools of an imaging software package allows
users to convert raw pixel information to useful
statistical data. More complex software opera-
tions are also available for multi-dimensional
data such as time, Z, and multi-channel to

address objects that change shape and inten-
sity across the dataset. However, the basis of
object detection, simple or complex, has its
roots in improving contrast at the pixel and
neighborhood level.

Disclaimer
Laura R. Sysko and Michael A. Davis

are employed by Nikon Instruments, the
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Figure 12.21.22 Application of Regional Maxima and subsequent steps for successful thresh-
olding of objects across the image field. (A) Resulting Image after Regional Maxima operation.
(B) This panel shows thresholding on the image with Regional Maxima, along with smoothing
edges, cleaning to remove single pixels, and watershed segmentation/separation to split objects,
which results in distinct binary objects across the image. For the color version of this figure go to
http://www.currentprotocols.com/protocol/cy1221.
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manufacturer of NIS-Elements, the software
that was used for the step-by-step instructions
included in the three cases in this manuscript.
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